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Abstract: In the current digital transformation to Industry 4.0, the demands on the ability of coun- 14 

tries to respond responsibly and effectively to threats in the field of cyber security (CS) are increas- 15 

ing. Cyber safety is one of the pillars and concepts of Industry 4.0, as digitization brings convergence 16 

and integration of information and operational technologies (IT/OT systems and data). Collecting 17 

and connecting a large amount of data in smart factories and cities poses risks, in a broader context 18 

for the entire state. The authors therefore focus attention on the issue of CS, where, despite all dig- 19 

itization, the human factor plays a key role - an actor of risk as well as strengthening the sustaina- 20 

bility and resilience of CS. It is obvious that how the individual (decision maker) perceives the risk, 21 

thus he subsequently evaluates the situation and countermeasures. Perceiving cyber threats/risks in 22 

their complexity as a part of hybrid threats (HT) helps decision makers to prevent and manage them. 23 

Despite the growing trend of HT, we perceive a lack of research focused on the perception of threats 24 

by individuals and companies, there is a lack of methodology and evaluation strategy. Within the 25 

study, the authors present the results of the conducted research focused on mathematical modeling 26 

of the perception of the risk of threats to the state and industry through the disruption of cyber 27 

security and provide the developed factor model of cyber security (FMCS), i.e. the model of CS 28 

threat risk perception. When creating the FMCS factor model, the authors apply SEM (Structural 29 

Equation Modeling) and confirmatory factor analysis to data obtained through the implementation 30 

of the research tool (a questionnaire designed by the authors). Within it, the authors defined the 31 

pillars and sub-pillars of CS, which enabled quantification in the perception of the level of risk of 32 

CS as well as differentiation and comparison between the analyzed groups of respondents (students 33 

of considered universities in SK and CZ). Finally, the convergent and discriminant validity of the 34 

research instrument was verified and its reliability was confirmed (Cronbach’s alpha = 0.95047). At 35 

the significance leveô α=5%, the influence of the individual defined pillars was demonstrated as 36 

significant. For the entire research set N = 964, the highest share of risk perception of CS threats was 37 

achieved by the DISRIT pillar (Disruption or reduction of the resistance of IT infrastructure).    38 

Keywords: mathematical modeling; Industry 4.0; cybersecurity IT regulation; cybersecurity factor 39 

model; risk perception; structural equations modelling; confirmatory factor analysis    40 

 41 

1. Introduction 42 

The dynamics of development and implementation of information technology (IT) 43 

and operations technologies (OT) in the Industry 4.0 era is quite aggressive. Develop- 44 

ments in the field of industrial engineering are influenced and driven by, among others, 45 
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the development of digitalization [1], the Internet of Things (IoT) [2], the Internet of Ser- 46 

vices (IoS) [3], cloud computing [4], robotics, cybernetics [5], artificial intelligence [6], ma- 47 

chine learning [7Jan] and other new technologies [4]. The implementation of Industry 4.0 48 

concepts and technologies is almost unlimited [8] and finds application in various 49 

branches of industry, which in a revolutionary way changes both the production itself and 50 

the distribution of finished products or services in terms of increasing productivity, effi- 51 

ciency and quality [9]. This subsequently affects the quality of the functioning of the entire 52 

society and state. Convergence and integration of IT and OT (systems and data) is the 53 

cornerstone for realizing these revolutionary changes; the digital ecosystem is being trans- 54 

formed, a hybrid multicloud IT architecture is being created, smart factories and cities are 55 

established. It is clear that advanced mathematical methods of data collection and analysis 56 

play a very important role in this progress. 57 

However, this revolutionary progress significantly changes and shifts the risks asso- 58 

ciated with the use of modern technologies and Industry 4.0 concepts [10]. The large in- 59 

terconnection and collection of data creates space for malicious cyber-attacks, we are wit- 60 

nessing pressure in the field of IoS, IoT [10], etc. Cyber-attacks make it possible to hit crit- 61 

ical infrastructure (e.g. electricity supplies) and thus threat operation of manufacturing 62 

companies, the functioning of the public sector, the financial sector, as well as the func- 63 

tioning of the state. In the current digital transformation to Industry 4.0, the demands on 64 

the ability of countries to respond responsibly and effectively to cyber security threats are 65 

increasing [11]. Cyber protection is one of the pillars of Industry 4.0 [12]. The cyber secu- 66 

rity sustainability and privacy protection in digital ecosystems is a prerequisite for ensur- 67 

ing the sustainability of production and industry, for economic, social, environmental and 68 

cultural sustainability, since modern IT technologies have penetrated into every substruc- 69 

ture of the globally connected world [13]. 70 

 Cyber security is also an integral part of the state's resistance to hybrid threats 71 

[14Treverton], which have become a significant challenge for sustainability of global se- 72 

curity in the 21st century [14]. Many research studies and professional articles highlights 73 

the vulnerability of sustainability of modern societies, intelligent factories and cities to 74 

hybrid threats (HT) and tactics, by which it is possible to achieve objectives with minimal 75 

force and destroy preventive defensive actions [15]. As is discussed in many manuscripts 76 

and reviews, HT have multidimensional character. Within the last decade, it has been in- 77 

tensified by globalization [16], the sharp increase in the use of modern digital technologies 78 

in many areas of professional/personal life [17–19], demography [20], geopolitics [21] and 79 

interstate confrontations. The requirements and demands for increasing the state's sus- 80 

tainable stability and resistance to HT are currently on the rise, both worldwide [16] and 81 

within the individual countries of the European Union [22], as hybrid threats have the 82 

potential to cause devastating consequences in various areas of the state's functioning. 83 

The EU is taking important steps to improve its ability to face hybrid threats and is taking 84 

measures to strengthen resilience, including in the field of cyber security - as the authors 85 

report in [22], focusing mainly on the V4 countries. This topic focused on hybrid war- 86 

fare/threats/campaigns receives a lot of attention in the professional literature, as it is a 87 

highly relevant problem [8] and rich discussions are held between the actors involved.  88 

Cybersecurity [23] is often discussed, as it is one of the pillars on which the country's 89 

resistance to hybrid threats and attacks is currently being built. The development and 90 

adoption of network technologies is reshaping the daily life of both the individual and the 91 

state, which consequently increases the risk of cyber threats and attacks. Currently, new 92 

strategies for the detection of cyber security threats are actively being developed [24], at- 93 

tention is paid to this issue from several points of view [25]. Tsaruk et al. [26] explores the 94 

hybrid nature of threats to cyber and information security, including cyber attacks merged 95 

with conventional techniques. Bachmann et al. [27] focuses on cyber terrorism and war as 96 

hybrid threats, emphasizing the need for a comprehensive approach that combines law 97 

enforcement, counter cyber strategies, and kinetic responses. Galinec et al. [28] discusses 98 

the role of cyber security and cyber defense within the context of hybrid threats, proposing 99 
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the creation and performance of EU Cyber Rapid Response Teams (CRRTs) and Mutual 100 

Assistance in Cyber Security. In summary, these papers highlight the recognition of cyber 101 

security as an integral component of hybrid threats and the importance of comprehensive 102 

approaches and collaborative efforts to counter these threats.  103 

The identification of cyber threats/attacks and the implementation of measures (ade- 104 

quate response to identified threats) aimed at maintaining cyber security took place in the 105 

past in a relatively stable digital environment. In today's global, even aggressively dy- 106 

namic environment, the nature of cyber threats has gradually evolved into a complex com- 107 

bination of traditional and non-traditional elements. So in order to ensure a sustainable 108 

cyber ecosystem, it is necessary to identify, characterize and classify such threats in ac- 109 

cordance with emerging trends (Internet of Things, smart cities, etc.) and solve it with new 110 

emerging techniques [29–30]. Based on above mentioned, a very difficult challenge was 111 

declared for the reaction of individuals, organizations and nations – to first and foremost 112 

insure the forward-looking sustain-ability of cybersecurity. To provide a sustainable and 113 

safe society to online users in cyberspace [31].       114 

The ability to maintain effective cybersecurity measures and ensure cyber resilience 115 

over time depends not only on technological advances, but also on the complexity of risk 116 

perception from the level of the human factor, as is emphasized in [32]. Nam in [32] pro- 117 

vide insights into the perception of the risk of threats to cyber security and investigates 118 

the relationships of various theoretical determinants of perceived threat and prepared- 119 

ness. The sustainability of cybersecurity and cyber resilience clearly depends on reactions 120 

of many societal actors [25], i.e. how individuals, factories, organisations, governments, 121 

citizens, clients of banks, students, etc., perceive the risks posed by hybrid threats [32]. 122 

The awareness of risks, the perception of them, is a principle prerequisite for the preparing 123 

and creating effective cybersecurity strategies that respond to the development of hybrid 124 

threats. Perception of the risk of threats to cyber security is a necessary condition for form- 125 

ing the correct attitudes of actors entering cyberspace, especially individuals as Internet 126 

users. 127 

The attitudes of Internet users therefore depend on individual cognition and percep- 128 

tion of cyber threats; moreover, not only cognitive assessment/evaluation of facts but also 129 

psychological factors play a key role in their formation. An individual's psychological re- 130 

actions or fears (arising from uncertainty) determine the ability to assess risks and prevent 131 

future attacks. Larsen et al. in [33] highlights that cyber incidents are often caused by com- 132 

plex relationships between humans and technology; the humans can represent both a risk 133 

of cybersecurity threat and an important resource in strengthening the cybersecurity. In 134 

general, the behavior of the decision makers play a key role in preventing and handling 135 

cyber risks [34]. 136 

Despite the growing trend of cybersecurity issues, little research has been conducted 137 

on individual threat perception and cybersecurity preparedness and resilience. We per- 138 

ceive a lack of relevant research in the countries neighboring the state involved in the war 139 

conflict (Ukraine), specifically in the Slovak Republic and the Czech Republic. The scarcity 140 

of relevant research motivated us to approach the issue of threats to cyber security (state, 141 

factories, organization, etc.) from the point of view of the individual, specifically through 142 

the lens (perception) of the respondents involved in the research. Later, based on the ob- 143 

tained results, it is possible to direct the education and shaping of the attitudes of future 144 

actors entering the cyber space. Specifically, in this case, it concerns students from various 145 

universities/faculties in the Slovak Republic and the Czech Republic, taking into account 146 

the common past of these two countries and the fact that this group of respondents will 147 

represent the first line of the fight against hybrid threats in the future. 148 

The aim of the authors of this article and the research carried out through a research 149 

tool of their own construction (questionnaire) was first of all to create/develop a basic the- 150 

oretical model of factors (determinants) influencing cyber security (Factor Model of Cyber 151 

Security - FMCS). Within the framework of the study, the authors seek answers to these 152 

research questions: (i) What is the relationship between the basic defined pillars of Cyber 153 
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Security and the basic demographic indicators of the research sample? In other words: 154 

Which defined pillars (determinants) of cyber security are perceived as important and 155 

significant from the point of view of risk? (ii) Are there differences between the analyzed 156 

groups of respondents in the perception of the seriousness of the threat to the state (cyber 157 

security)? (iii) Are there differences in risk perception between respondents from Slovakia 158 

and the Czech Republic?  159 

The research questions deal with relationships that have not yet been considered in 160 

the relevant literature and the FMCS created by the authors represents a contribution in 161 

the subject research issue. To resolve these questions, the study uses data obtained by the 162 

questionnaire (more detailed in sub-chapter 2.2) addressed to respondents in Slovak Re- 163 

public and Czech Republic during 2023. Within this questionnaire, the basic pillars of CS 164 

threats and their sub-pillars were defined on the basis of brainstorming session of 15 spe- 165 

cialists (more detailed in sub-chapter 2.2). The evaluation and analysis of the obtained 166 

data is based on the application of structural equation modelling method (SEM) and con- 167 

firmatory factor analysis. Mathematical modeling using structural equations finds its ap- 168 

plication first in psychological research (in psychometrics), gradually the range of SEM 169 

applications expands: marketing, strategic management, organizational research, man- 170 

agement information systems, and operational management [35]. Currently, the SEM is 171 

successfully used in logistics controlling [36Wallenburg], operational management [35], 172 

in economics and finance [37] and many others [38]. One of the disadvantages of SEM is 173 

that it cannot test the direction of the relationships between variables [39], however this 174 

was not necessary in the research described.       175 

This article is further structured into five sections, including the above introduction. 176 

Section 2 presents the research sample (description of the research set), the research tool 177 

and the applied methods. Section 3 discusses the achieved results (developed factor 178 

model) and presents the results of statistical data analysis. Section 4 analyzes and dis- 179 

cusses the comparison of results in the Slovak Republic and the Czech Republic and brings 180 

some suggestions. Finally, Section 5 concludes this study by summarizing the most rele- 181 

vant findings, outlines the limitations of the paper, and provide future research direction. 182 

2. Research Data, Research Tool and Methodology 183 

2.1. The Research Sample  184 

Research focused on the perception of the risk of cybersecurity threat was carried out 185 

from February 2023 to July 2023 using the research instrument, i.e. the questionnaire con- 186 

structed by authors. The purpose of the research was to determine the subjective level of 187 

perception of the importance and risk of cybersecurity threats in relation to the threat in 188 

the Slovak Republic and the Czech Republic. A technique developed for measuring atti- 189 

tudes in questionnaires by American psychologist Rensis Likert was used for the evalua- 190 

tion. The research instrument was distributed to the respondents – university students – 191 

in electronic form and was implemented based on availability. The research group con- 192 

sists of a total of N = 964 respondents and in terms of structure was comprised of 521 193 

(54.046%) men and 443 (45.954%) women from two countries. A total of 580 (60.166%) 194 

respondents were from Slovakia, and 384 (39.834%) were from the Czech Republic. The 195 

average age of the respondents was 26.03±0.51 years, with a standard deviation of 8.145 196 

years. The minimum age of the respondents was 19 years and the maximum age was 63 197 

years. The age of the respondents was also analysed as an ordinal variable, and a total of 198 

669 (69.398%) respondents were under the age of 25, 156 (16.183%) were 26–35 years old, 199 

95 (9.855%) were aged 36–45, 41 were of age 46–55 years (4.253%), and 3 were older than 200 

55 (0.311%). Out of the 964 respondents, 321 (33.299%) are studying at the bachelor’s de- 201 

gree level, 591 (61.307%) at the master’s degree level and 52 (5.394%) at the doctoral degree 202 

level, while 592 (61.411%) were full-time and 372 were part-time (38.589%) students. A 203 

more detailed breakdown of the research sample in terms of country, gender and age is 204 

provided in Table 1. 205 
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Table 1. Basic description of the research sample in terms of country, gender and age of the respond- 206 
ent. 207 

N = 964 COUNT 
 

GEN 
 

AGE1 

< 25 years 
 

AGE1 

26 – 35 years 
 

AGE1 

36 – 45 years 
 

AGE1 

46 – 55 years 
 

AGE1 

> 55 years 
 

Row 

Totals 
 

Count 

SK male 

135 60 34 4 0 233 

Column Percent 34.62% 54.05% 54.84% 23.53%   

Row Percent 57.94% 25.75% 14.59% 1.72% 0.00%  

Table Percent 23.28% 10.34% 5.86% 0.69% 0.00% 40.17% 

Count 

SK female 

255 51 28 13 0 347 

Column Percent 65.38% 45.95% 45.16% 76.47%   

Row Percent 73.49% 14.70% 8.07% 3.75% 0.00%  

Table Percent 43.97% 8.79% 4.83% 2.24% 0.00% 59.83% 

Count 
Total 

390 111 62 17 0 580 

Table Percent 67,24% 19.14% 10.69% 2.93% 0.00% 100.00% 

Count 

CZ male 

213 39 24 12 0 288 

Column Percent 76.34% 86.67% 72.73% 50.00% 0.00%  

Row Percent 73.96% 13.54% 8.33% 4.17% 0.00%  

Table Percent 55.47% 10.16% 6.25% 3.13% 0.00% 75.00% 

Count 

CZ female 

66 6 9 12 3 96 

Column Percent 23.66% 13.33% 27.27% 50.00% 100.00%  

Row Percent 68.75% 6.25% 9.38% 12.50% 3.13%  

Table Percent 17.19% 1.56% 2.34% 3.13% 0.78% 25.00% 

Count 
Total 

279 45 33 24 3 384 

Table Percent 72,66% 11.72% 8.59% 6.25% 0.78% 100.00% 

* COUNT – country, GEN – gender, AGE1 – age (on a numerical scale). 208 

2.2. The Research Tool 209 

The questionnaire, consisting of 39 items, was constructed based on brainstorming 210 

session of 15 specialists in mathematical modeling, hybrid threats and psychology (the 211 

Academy of the Police Force in Bratislava, the University of Prešov, the University of De- 212 

fense in Brno and the Technical University of Košice). The questionnaire was addressed 213 

to the respondents in electronic form (Google form) as a part of the research conducted on 214 

the perception of Cybersecurity Risk as one of the pillars of hybrid threats. Before starting 215 

to fill in, the students were familiarized with the purpose and content of the research, as 216 

well as with the manner in which the obtained data will be handled. By starting to fill in, 217 

the respondents confirmed their consent to the anonymous use of their responses for the 218 

research purpose. The research itself was conducted as a part of the solution to the project 219 

"In-creasing Slovakia's resilience to hybrid threats by strengthening public administration 220 

capacities". The measurement is based on the subjective perception of the level of risk of 221 

individual items, while respondents chose answers on a 5-point Likert scale: 1 – no risk, 2 222 

– low risk, 3 – medium risk, 4 – high risk, 5 – critical risk. The research instrument itself 223 

was divided into five basic areas of cybersecurity, so the basic 5 pillars of CS threats and 224 

their sub-pillars (39) were defined: 225 

1. Cyber spying (CYBSPY) – 9 items (sub-pillars); 226 

2. Disrupting or reducing IT infrastructure resilience (DISRIT) – 12 items; 227 

3. Enemy campaigns (ENECAM) – 5 item; 228 

4. Disrupting or reducing eGovernment security (DISREG) – 6 items; 229 
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5. Cyberterrorism (CYBTER) – 7 items. 230 

Each of the five defined areas of cybersecurity were assigned statements with which 231 

the respondents expressed their subjective perception of the degree of risk. Given the rel- 232 

atively extensive nature of these items, we will mention them only during the actual anal- 233 

ysis of the obtained data. 234 

The reliability of the entire research instrument, defined by Cronbach’s alpha, 235 

achieved a value of 0.95047. This fact shows that the error component of the measurement 236 

variance is relatively low and the sub-items of the research instrument are internally con- 237 

sistent; that is, there is a high degree of agreement between the items of the research in- 238 

strument in the sense that they reflect equally well the a certain phenomenon, in our case 239 

cybersecurity. If we analyse the individual defined areas of cybersecurity from the point 240 

of view of reliability, then the value of Cronbach’s alpha reaches 0.817930 for the area of 241 

Cyber spying (CYBSPY), 0.882338 for the area of Disrupting or reducing IT infrastructure 242 

resilience (DISRIT), 0.743745 for the area of Enemy campaigns (ENECAM), 0.839804 for 243 

the field Disrupting or reducing eGovernment security (DISREG), and 0.846028 for the 244 

field Cyberterrorism (CYBTER). On the basis of the presented values, we can conclude 245 

that even the individual defined areas show a high degree of internal consistency; there- 246 

fore, it is possible to proceed with the further analysis of the research instrument. 247 

For an analysis of the research instrument itself, confirmatory factor analysis was se- 248 

lected as one of the structural equation modelling (SEM) tools. The reason for choosing 249 

this method was a predefined hypothetical structure in the form of a factor model. The 250 

basic logic and mathematics of factor analysis were developed in the early 20th century to 251 

test theories about the nature of intelligence [34], making factor analysis one of the oldest 252 

statistical techniques for discovering and describing latent variables that were originally 253 

given only by sample covariance among a set of indicators [40]. Factor analysis is still 254 

widely used today and is also the primary technique for many researchers, especially 255 

those performing measurement-related studies. Common variance is shared among the 256 

indicators and is the basis for the observed covariances between them, which significantly 257 

differ from zero. In factor analysis, it is generally assumed that (1) common variance is 258 

caused by the factors and (2) the number of factors of substantial interest is less than the 259 

number of indicators. Based on these assumptions, it is not possible to estimate more fac- 260 

tors than indicators, but in the interest of reduction, it makes no sense to maintain a model 261 

with the same number of explanatory entities (factors) that need to be explained (indica- 262 

tors) [41]. 263 

In general, there are two broad categories of factor analysis: exploratory factor anal- 264 

ysis (EFA) and confirmatory factor analysis (CFA). The differences between these two 265 

methods are as follows: 266 

1. The EFA method does not require a priori specification of the number of factors. 267 

Without a specific instruction (the exact determination of the number of factors), the 268 

EFA computer process could theoretically generate all potential solutions, from a o 269 

ne-factor model to a model with as many factors as there are indicators. In some com- 270 

puter based EFA processes, the researcher may optionally request a solution with a 271 

certain number of factors, and the algorithm will only analyse this specific model. 272 

But in CFA, the researcher must always present the exact number of factors of the 273 

analysed model. 274 

2. In EFA, no possibility exists to specify the exact correspondence between indicators 275 

and factors. This means that indicators can depend on (theoretically) all the factors; 276 

thus, unconstrained EFA measurement models are analysed. However, in CFA, each 277 

indicator can depend only on the factor (factors) which is specified by the researchers 278 

in the defined theoretical model; i.e. in confirmatory analysis constrained measure- 279 

ment models are analysed. 280 

3. Models with multiple factors are not really identified in EFA, because such models 281 

have more free parameters than observations. That is, there is no unique set of 282 
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statistical estimates of parameters for a particular multifactor EFA model. This relates 283 

to the factor rotation phase in exploratory factor analysis. In contrast to this, CFA 284 

models must be identified before they are analysed, so that only one exclusive set of 285 

parameter estimates exist. In line with this statement, confirmatory factor analysis 286 

does not have a factor rotation phase. 287 

4. In general, in EFA it is assumed that the specific variance of each indicator is not 288 

shared with any other indicator, but the confirmatory factor analysis procedure al- 289 

lows, depending on the model, an estimate of whether a specific indicator variance 290 

is shared between certain pairs of indicators (i.e., error correlations). 291 

2.3. Methodology 292 

On the basis of the above basic information for the analysis of the acquired data and 293 

the assumptions that were made within the framework of the theoretical model, confirm- 294 

atory factor analysis, as one of the structural equation modelling tools, seems to be the 295 

most suitable method. 296 

One of the important assumptions associated with structural equation modelling 297 

(SEM) when analysing covariance and mean structures is the requirement that the data be 298 

continuous and have a multidimensional normal distribution. The requirement of conti- 299 

nuity is also fulfilled for ordinal variables, if we start from the research results of 300 

Rhemtulla and Xia [42, 43], which also accept the application of classic cut-off estimators 301 

via the maximum likelihood (ML) method in the case of ordinal variables, if they have at 302 

least 5 response categories, when they can be considered as interval variables. These fun- 303 

damental assumptions are connected to the theory of large samples in which SEM is in- 304 

corporated. Stated more precisely, they are derived from the approach used in parameter 305 

estimation by means of the SEM methodology, usually either the ML method or a method 306 

based on the theory of generalised least squares (GLS) estimation.   307 

3. The Model and Results of Statistical Analysis 308 

3.1. The Model of Cybersecurity 309 

The fundamental theoretical, hypothetical model of Cybersecurity (FMCS), as one of 310 

the pillars of hybrid threats, is shown in Figure 1. The factor model itself is comprised of 311 

39 endogenous variables which represent the items of the research instrument, where the 312 

respondents assigned the level of risk for individual items on a Likert scale ranging from 313 

1 (no risk) to 5 (critical risk). The second component of the factor model is unobserved; 314 

these are exogenous variables that represent the partial pillars of Cybersecurity (CYBSPY, 315 

DISRIT, ENECAM, DISREG, CYBTER). 316 

Certain assumptions defined by basic statistical indicators are made about factor 317 

models analysed using CFA. In the first step, we defined a hypothetical data structure – 318 

factors, manifest variables and relationships between them – based on the theoretical con- 319 

struct and the results of foreign studies. We used the following procedures and indices to 320 

test the appropriateness of the verified model: chi-square statistics and the following over- 321 

all indices of agreement with optimal values: (χ2/df < 2, RMSEA < 0.08, comparative index 322 

TLI > 0.90, CFI > 0.90, SRMR < 0.08) and sub-indexes (statistical significance of model pa- 323 

rameters). The CFI and TLI indices can take on values from 0 to 1, and values higher than 324 

0.90 indicate the appropriateness of the applied model. The RMSEA index – the root mean 325 

square error of approximation – is lower than 0.08 for good models, and if the value is 326 

above 0.1, the model should be rejected. The chi-square test takes into consideration the 327 

ratio of the chi-square and the number of degrees of freedom. The ideal chi-square is ap- 328 

proximated by the size from the number of degrees of freedom, and with multiple models, 329 

the one with the lowest chi-square is considered to be more appropriate. In good models, 330 

the chi-square is statistically insignificant, but this is seen as a rather strict criterion, espe- 331 

cially for larger samples. 332 
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The basic recommended evaluation indicators [44] and their realistically achieved 333 

values on the applied 5-factor model of Cybersecurity are shown in Table 2. 334 

 335 

 336 

Figure 1. Theoretical factor model of Cybersecurity (FMSC) threat risk perception.  337 

Table 2. Evaluation criteria of the fundamental factor model of cybersecurity.  338 

Fit Indices 

Used 
Perfect Fit Indices Acceptable Fit Indices 

CFA 

Results 
References 

χ2/df 0 ≤ χ2/df ≤ 2 2 ≤ χ2/df ≤3 1.085 [45] 

GFI 0.95 ≤ GFI ≤ 1.00 0.90 ≤ GFI ≤ 0.95 0.974 
[46], [47], [48] 

AGFI 0.90 ≤ AGFI ≤ 1.00 0.85 ≤ AGFI ≤ 0.90 0.957 

CFI 0.95 ≤ CFI ≤ 1.00 0.90 ≤ CFI ≤ 0.95 0.998 

[49], [50], [51] NFI 0.95 ≤ NFI ≤ 1.00 0.90 ≤ NFI ≤ 0.95 0.971 

TLI 0.97 ≤ TLI ≤ 1.00 0.95 ≤ TLI ≤ 0.97 0.996 

RMSEA 0.00 ≤ RMSEA ≤ 0.05 0.05 ≤ RMSEA ≤ 0.08 0.009 
[45], [48], [52], [53] 

SRMR 0.00≤SRMR≤0.05 0.05 ≤ SRMR ≤0 .10 0.0196 

p p > 0.05 0.098  

Note: χ2 – Chi-square, df – Degrees of freedom, GFI – Goodness of fit index, AGFI – Adjusted good- 339 
ness of fit index, CFI – Comparative fit index, NFI – The Bentler-Bonett normed fit index, TLI – 340 
Tucker-Lewis coefficient, RMSEA – Root mean square error of approximation, SRMR – Standard- 341 
ised root mean square residual. 342 
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Based on the results shown in Table 2, it can be concluded that all the applied evalu- 343 

ation criteria for the suitability of the theoretical factor model (Figure 1) are within the 344 

required intervals and authorise us to state that the hypothetical model created presents 345 

a good degree of agreement with real data and is applicable in this form. Other indicators 346 

are χ2 = 507.962, df = 468, p = 0.098. 347 

3.2. The Results of Statistical Analysis 348 

We provide the analysis of the 5-factor model of Cybersecurity (Figure 1) for the en- 349 

tire research set (N = 964) itself in individual tables (Table 3 to Table 7). The first conclusion 350 

of the analysis presented in Table 3 to Table 7 is the fact that all items of the research 351 

instrument significantly influence the individual defined pillars of Cybersecurity at the 352 

selected level of significance of α = 0.05. In the next step, we provide the analysis of the 353 

individual pillars of Cybersecurity separately. 354 

3.2.1. Cyber spying (CYBSPY)  355 

The first defined pillar is the exogenous variable CYBSPY (Cyber spying). Cyber spy- 356 

ing comprises a total of 9 items of the research instrument (Table 3). Respondents assigned 357 

the lowest level of risk (low risk) in comparison with the other items to the item CSPYQ3, 358 

with a value of the standardised regression weight at the level of 0.295 (p < 0.001). The 359 

respondents therefore do not consider the resolution of cybersecurity through outsourc- 360 

ing to be a significant risk in the field of cyber spying.  361 

Table 3. Estimates of the parameters of the Cyber spying pillar for the entire research set (N = 964). 362 

Relationship Estimate Std. Estimate Std. error t – statistic p – value 

CSPYQ1 <–– CYBSPY 1.000 0.620 0.062 15.214 < 0.001* 

CSPYQ2 <–– CYBSPY 0.865 0.541 0.065 13.377 < 0.001* 

CSPYQ3 <–– CYBSPY 0.430 0.295 0.051 8.448 < 0.001* 

CSPYQ4 <–– CYBSPY 1.112 0.635 0.070 15.954 < 0.001* 

CSPYQ5 <–– CYBSPY 1.135 0.658 0.074 15.289 < 0.001* 

CSPYQ6 <–– CYBSPY 1.108 0.608 0.077 14.448 < 0.001* 

CSPYQ7 <–– CYBSPY 1.142 0.643 0.079 14.471 < 0.001* 

CSPYQ8 <–– CYBSPY 1.154 0.650 0.076 15.210 < 0.001* 

CSPYQ9 <–– CYBSPY 1.017 0.564 0.075 13.560 < 0.001* 

* – significant at the level of significance α = 0.05, Estimate – regression weight, Std. Estimate – stand- 363 
ardised regression weight, Std. error – standard error, t – t-statistic, p – probability level, CYBSPY – 364 
Cyber spying. 365 

In contrast, the most significant item of the research instrument in terms of the risk 366 

of cyber spying is item CSPYQ5 (Inappropriately set and applied cybersecurity policies) 367 

with a standardised regression weight value of 0.658 (p < 0.001). It is followed by item 368 

CSPYQ8 (Purchase of ICT through insufficiently verified intermediaries and without 369 

knowledge of the product chain) with a value of the standardised regression weight of 370 

0.650 (p < 0.001). The third most significant item of the research instrument that affects 371 

cyber spying is the item CSPYQ7 (0.643, p < 0.001), which relates to insufficient training of 372 

employees in the field of cybersecurity. Other items of the research instrument that make 373 

up Cybersecurity and to which the respondents assigned a high level of risk (Std. Estimate 374 

> 0.600) are the next items. Item CSPYQ4 (0.635, p < 0.001), which states that cybersecurity 375 

is not solved comprehensively, but only operationally; item CSPYQ1 (0.620, p < 0.001), 376 

which relates to the issue of insufficient allocation of finances to the issue of cybersecurity; 377 

and item CSPYQ6 (0.608, p < 0.001), which is devoted to the issue of insufficient screening 378 

of employees.  379 
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Respondents assigned a medium level of risk to the fact that sensitive information is 380 

exposed to the risk of unauthorised use due to the use of private resources (PC, phone, 381 

tablet) for work purposes, represented by item CSPYQ9 (0.564, p < 0.001). Medium level 382 

of risk was also assigned to the fact that some ICT manufacturers and suppliers have ties 383 

to the governments and security forces of other states. This fact is represented in the re- 384 

search instrument by item labelled CSPYQ2, with a standardised regression weight of 385 

0.541 (p < 0.001). 386 

3.2.2. Disrupting or reducing IT infrastructure resilience (DISRIT)  387 

The second pillar of Cybersecurity per the factor model (Figure 1) is the pillar called 388 

Disrupting or reducing IT infrastructure resilience (DISRIT), the basic analysis of which 389 

is presented in Table 4. The DISRIT pillar itself is made up of 12 items of the research 390 

instrument, and as many as 9 of them were assigned a high level of risk by the respondents 391 

(Std. Estimate > 0.600).  392 

Table 4. Estimates of parameters of the pillar Disrupting or reducing IT infrastructure resilience for 393 
the entire research set (N = 964). 394 

Relationship Estimate Std. Estimate Std. Error t – statistic p – value 

DRITQ1 <--- DISRIT 1.000 0.669 0.072 16.216 < 0.001* 

DRITQ2 <--- DISRIT 0.951 0.661 0.051 18.490 < 0.001* 

DRITQ3 <--- DISRIT 0.892 0.627 0.050 17.839 < 0.001* 

DRITQ4 <--- DISRIT 0.931 0.582 0.059 15.697 < 0.001* 

DRITQ5 <--- DISRIT 0.922 0.645 0.056 16.556 < 0.001* 

DRITQ6 <--- DISRIT 0.741 0.517 0.050 14.898 < 0.001* 

DRITQ7 <--- DISRIT 0.923 0.618 0.057 16.066 < 0.001* 

DRITQ8 <--- DISRIT 0.937 0.613 0.054 17.313 < 0.001* 

DRITQ9 <--- DISRIT 0.931 0.583 0.056 16.556 < 0.001* 

DRITQ10 <--- DISRIT 1.048 0.679 0.055 19.136 < 0.001* 

DRITQ11 <--- DISRIT 0.956 0.656 0.055 17.224 < 0.001* 

DRITQ12 <--- DISRIT 0.928 0.622 0.053 17.420 < 0.001* 

* – significant at the level of significance α = 0.05, Estimate – regression weight, Std. Estimate – stand- 395 
ardised regression weight, Std. Error – standard error, t – t-statistic, p – probability level, DISRIT – 396 
Disrupting or reducing IT infrastructure resilience. 397 

The most significant item with a high level of risk is item DRITQ10, which relates to 398 

the issue of the fragmentation of systems of communication resources in state/public ad- 399 

ministration, which does not enable adequate effective use of maintenance, security and 400 

control in real time, with a value of the standardised regression weight of 0.679 (p < 0.001), 401 

followed by item DRITQ1, which relates to the risk of critical information infrastructure 402 

being attacked by cyber attacks (0.669, p < 0.001) with an equally high level of risk. Ac- 403 

cording to the importance of research instrument items represented by the standardised 404 

regression weight, the third risk according to the respondents is item DRITQ2, which is 405 

devoted to the insufficient funds for providing the necessary technical courses and hiring 406 

security-vetted experts in ICT and cybersecurity, with a standardised regression weight 407 

value of 0.661 (p < 0.001). The research instrument items to which the respondents as- 408 

signed a high level of risk, as in the previous cases, are: DRITQ11 (Lack of central meth- 409 

odologies for using computing equipment, especially mobile devices), DRITQ5 (Non-sys- 410 

tematically implemented security testing), DRITQ3 (Strategic industrial branches are not 411 

included in critical infrastructure, and their selected information systems therefore cannot 412 

be included in critical information infrastructure), DRITQ12 (Absence of an obligation for 413 

secured (commercially encrypted) email and other electronic communication by 414 
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interstate/public institutions and state/public administration workers), DRITQ7 (Incorrect 415 

prioritising of some departments and institution when planning investment in security 416 

technologies and other ICT) and DRITQ8 (Insufficient legislative regulation of cyber- 417 

crime). From the point of view of a high level of risk, the priority issue for the analysed 418 

Cybersecurity pillar is above all technical security and the method of its provision. In the 419 

respondents’ opinion, the insufficient allocation of resources to this area as well as the 420 

absence of legislation in the field of cybersecurity are of no small importance. Respondents 421 

assigned a medium level of risk to research instrument item DRITQ9 of the analysed Cy- 422 

bersecurity pillar, which relates to the use of outdated information infrastructure systems, 423 

and the standardised regression weight was at 0.583 (p < 0.001), followed by item DRITQ4 424 

(Employees of the state/public administration do not have sufficient cybersecurity aware- 425 

ness) with a standardised regression weight value of 0.582 (p < 0.001) and item DRITQ6, 426 

which gives priority to the possibilities of attacks on information infrastructure through 427 

the production, supply and subcontractor chain (0.517, p < 0.001). 428 

3.2.3. Enemy Campaigns  429 

The third pillar of Cybersecurity according to the theoretical factor model (Figure 1), 430 

defined as Enemy campaigns (ENECAM), is analysed in Table 5. On the basis of the CFA 431 

results, it can be stated that the respondents (N = 964) assigned the highest level of risk (at 432 

the level high risk) to research instrument item ECQ3, with the value of the standardised 433 

regression weight of 0.677 (p < 0.001). This item relates to the ownership structure of indi- 434 

vidual Internet media, which may follow various private interests or the interests of other 435 

states in their behaviour. The second most significant item with a high level of risk is item 436 

ECQ4, which looks at insufficient vetting of state/public administration employees who 437 

may work for third parties. The standardised regression weight of item ECQ4 is 0.641 438 

(p < 0.001). The last research instrument item from the Enemy campaigns pillar to which 439 

respondents assigned a high level of risk, is item ECQ1, which relates to the issue of pos- 440 

sible social unrest caused by hostile campaigns (0.622, p < 0.001). Respondents within the 441 

Enemy campaigns pillar assigned a medium level of risk to item ECQ5 (Current legislation 442 

on free access to information, which may threaten cybersecurity or can be misused within 443 

information campaigns), with the standardised regression weight of 0.553 (p < 0.001), and 444 

item ECQ2 (Wide use of the social network environment due to their international aspect 445 

and different approach to freedom of speech, which makes it possible to use them to a 446 

greater extent to spread hate and disinformation campaigns), with the standardised re- 447 

gression weight at 0.531 (p < 0.001). Here it can be noticed that a relatively dangerous ten- 448 

dency exists towards the possibility of limiting the freedom of speech given the possibility 449 

of spreading enemy campaigns in order to minimise their risk. 450 

Table 5. Estimates of the parameters of the Enemy campaigns pillar for the entire research set 451 
(N = 964). 452 

Relationship Estimate Std. Estimate Std. error t-statistic p-value 

ECQ1 <--- ENECAM 1.000 0.622 0.061 15.834 < 0.001* 

ECQ2 <--- ENECAM 0.827 0.531 0.052 16.050 < 0.001* 

ECQ3 <--- ENECAM 1.012 0.677 0.063 16.021 < 0.001* 

ECQ4 <--- ENECAM 0.991 0.641 0.063 15.690 < 0.001* 

ECQ5 <--- ENECAM 0.850 0.553 0.063 13.445 < 0.001* 

* – significant at the level of significance α = 0.05, Estimate – regression weight, Std. Estimate – 453 
standardised regression weight, Std. Error – standard error, t – t-statistic, p – probability level, 454 
ENECAM – Enemy campaigns 455 
 456 
 457 

3.2.4. Disrupting or reducing eGovernment security  458 
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The analysis results of the fourth pillar of Cyber threats according to the model de- 459 

fined in Figure 1, the pillar labelled Disrupting or reducing eGovernment security (DIS- 460 

REG), are shown in Table 6.  461 

Table 6. Estimates of parameters of the pillar Disrupting or reducing eGovernment security for the 462 
entire research set (N = 964). 463 

Relationship Estimate Std. Estimate Std. error t-statistic p-value 

GREGQ1 <--- DISREG 1.000 0.666 0.056 19.662 < 0.001* 

GREGQ2 <--- DISREG 1.059 0.707 0.052 20.282 < 0.001* 

GREGQ3 <--- DISREG 1.121 0.741 0.056 19.839 < 0.001* 

GREGQ4 <--- DISREG 0.996 0.721 0.051 19.397 < 0.001* 

GREGQ5 <--- DISREG 1.060 0.716 0.055 19.415 < 0.001* 

GREGQ6 <--- DISREG 0.939 0.624 0.063 14.890 < 0.001* 

* – significant at the level of significance α = 0.05, Estimate – regression weight, Std. Estimate – 464 
standardised regression weight, Std. Error – standard error, t – t-statistic, p – probability level, DIS- 465 
REG – Disrupting or reducing e-government security. 466 

Compared to the other defined pillars, the value of the standardised regression 467 

weight is greater than 0.700 for the majority of the research instrument items that make 468 

up this pillar (Figure 1), which is still a high risk in terms of the risk level. The most sig- 469 

nificant research instrument item of the DISREG pillar is item GREGQ3, which relates to 470 

the issue of Insufficient security of information and cyber systems of state/public admin- 471 

istration, which serve to communicate between citizens and the state, with a standardised 472 

regression weight of 0.741 (p < 0.001). The second largest problem according to the re- 473 

spondents, with a standardised regression weight of 0.721 (p < 0.001), is item GREGQ4, 474 

which is devoted to the issue of Poor setting of the cybersecurity policy at the state level, 475 

followed by item GREGQ5 Insufficient education of state/public administration employ- 476 

ees regarding cybersecurity (0.716, p < 0.001) and item GREGQ2 (Underestimating cyber 477 

threats in state/public administration) (0.707, p < 0.001). From the viewpoint of this first 478 

group of threats within the DISREG pillar, the most significant according to the respond- 479 

ents is the insufficient security of the information systems, the poor setting of the security 480 

policy, the insufficient training of employees and the underestimating of cyber threats. 481 

The common denominator of these risks is the policy of the state itself in this critical area, 482 

which, from the respondents’ point of view is insufficient and is not given adequate at- 483 

tention. The second group of risks which still represent a high risk are: GREGQ1 (Insuffi- 484 

cient financing of cybersecurity and insufficient financial assessment of workers in the 485 

field of cybersecurity) with a standardised regression weight of 0.666 (p < 0.001) 486 

and GREGQ6 (Low level of awareness and education of the population on cybersecurity), 487 

where the value of the standardised regression weight is 0.624 (p < 0.001). In this group of 488 

risks, the dominant problem, of course, is the financing of the issue of cybersecurity and 489 

the very awareness of the low level of awareness about cybersecurity. This research in- 490 

strument item (GREGQ6) is in a way complementary to item GREGQ5. On the one hand, 491 

there is an assumption that employees do not have sufficient awareness and education 492 

about the issue of cybersecurity; on the other hand, however, our respondents think ade- 493 

quate education in this area is not provided by the state. Therefore, here space is created 494 

for the removing of these combined risks by the state. 495 

3.2.5. Cyberterrorism  496 

The analysis of the last (the fifth) pillar of Cyber Threats (Figure 1), namely Cyberter- 497 

rorism (CYBTER), is presented in Table 7. The respondents identified item CTQ6 of the 498 

research instrument, which relates to the possibility of managing sympathisers by third 499 

parties primarily by inducing their activity against possible targets, planning terrorist 500 
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operations, providing feedback, etc., as the most significant high-level risk. The value of 501 

the standardised regression weight of this item is 0.730 (p < 0.001). The second most sig- 502 

nificant issue according to the research sample is item CTQ4, with a standardised regres- 503 

sion weight value of 0.705 (p < 0.001), which concerns the possibility of obtaining sensitive 504 

information of an intelligence nature for the purpose of using it in a kinetic terrorist attack 505 

(selection of specific targets, etc.). This first group of risks, which is, however, the most 506 

significant according to the respondents, primarily concerns risks associated with infor- 507 

mation as such and its potential misuse. The second group of threats that the respondents 508 

assigned a high level of risk to are research instrument item CTQ5 (Spreading propaganda 509 

and materials to support followers of radicalisation and their recruitment) with a value of 510 

the standardised regression weight of 0.677 (p < 0.001) and item CTQ7 (Low preparedness 511 

of the security forces for the specific digital environment and action in it) with a regression 512 

weight value of 0.619 (p < 0.001). The respondents assigned a medium level of risk to items 513 

CTQ3 (Energy blackout), CTQ1 (Blackmail of state authorities, business corporations or 514 

intimidation of the company) and CTQ2 (Destruction of specific technology (information, 515 

production, operation)), which already have the character of a specific terrorist activity 516 

using cyber and computer systems. Of genuine interest is that the respondents attach a 517 

lower measure of risk to a specific possible consequence of cyberterrorism, such as the 518 

shutdown of electricity distribution, than to the misuse of information for management 519 

and terrorist purposes. 520 

Table 7. Estimates of the parameters of the pillar Cyberterrorism for the entire research set (N = 964). 521 

Relationship Estimate Std. Estimate Std. error t-statistic p-value 

CTQ1 <--- CYBTER 1.000 0.584 0.057 16.453 < 0.001* 

CTQ2 <--- CYBTER 0.992 0.570 0.058 17.054 < 0.001* 

CTQ3 <--- CYBTER 1.104 0.599 0.068 16.120 < 0.001* 

CTQ4 <--- CYBTER 1.196 0.705 0.072 16.542 < 0.001* 

CTQ5 <--- CYBTER 1.223 0.677 0.078 15.660 < 0.001* 

CTQ6 <--- CYBTER 1.296 0.730 0.076 16.990 < 0.001* 

CTQ7 <--- CYBTER 1.099 0.619 0.071 15.410 < 0.001* 

* – significant at the level of significance α = 0.05, Estimate – regression weight, Std. Estimate – 522 
standardised regression weight, Std. Error – standard error, t – t-statistic, p – probability level, 523 
CYBTER – Cyberterrorism. 524 

It is undoubtedly necessary, however, to pay attention to the mutual links between 525 

the individual defined pillars of Cybersecurity (Figure 1). A basic analysis of these links 526 

in terms of the model shown in Figure 1 is provided in Table 8. 527 

In terms of the statistical significance of mutual links between the individual defined 528 

pillars of Cybersecurity according to the theoretical factor model (Figure 1), all the links 529 

are significant at the selected level of significance α = 5 %. However, we observe the high- 530 

est value of the correlation coefficient between the CYBSPY pillar and the DISRIT pillar 531 

(0.909, p < 0.001). Therefore, it is clear that the respondents consider the problem of cyber 532 

spying and the disrupting or reducing the resilience of IT infrastructure to be the most 533 

significant complementary relationship. At the same time, it can be said that by increasing 534 

the risk of the CYBSPY pillar, the risk of the DISRIT cybersecurity pillar will also condi- 535 

tionally increase. The second most significant relationship in the view of the respondents 536 

is the link between the DISRIT and DISREG pillars (0.837, p < 0.001), followed by the rela- 537 

tionship between the CYBTER and ENECAM pillars, with a correlation coefficient value 538 

of 0.815 (p < 0.001). 539 

Table 8. Analysis of the relationships between the pillars of Cybersecurity for the entire research set 540 
(N = 964). 541 
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Relationship 
Covariance Correlation 

Estimate Std. error t-static p-value Estimate 

CYBSPY <--> CYBTER 0.225 0.021 10.583 < 0.000* 0.708 

DISRIT <--> DISREG 0.349 0.026 13.461 < 0.000* 0.837 

DISRIT <--> ENECAM 0.295 0.025 11.847 < 0.000* 0.732 

CYBSPY <--> DISREG 0.279 0.023 11.881 < 0.000* 0.769 

DISRIT <--> CYBTER 0.281 0.024 11.794 < 0.000* 0.769 

CYBSPY <--> ENECAM 0.251 0.022 11.337 < 0.000* 0.715 

CYBSPY <--> DISRIT 0.317 0.025 12.913 < 0.000* 0.909 

DISREG <--> ENECAM 0.328 0.027 12.346 < 0.000* 0.783 

CYBTER <--> ENECAM 0.299 0.026 11.669 < 0.000* 0.815 

CYBTER <--> DISREG 0.292 0.024 12.085 < 0.000* 0.771 

* – significant at the level of significance α = 0.05, Estimate – regression weight, Std. Estimate – 542 
standardised regression weight, Std. Error – standard error, t – t-statistic, p – probability level, 543 
CYBSY – Cyber spying, CYBTER – Cyberterrorism, DISRIT – Disrupting or reducing IT infrastruc- 544 
ture resilience, ENECAM – Enemy campaigns, DISREG – Disrupting or reducing e-government se- 545 
curity. 546 

In contrast, respondents assigned the lowest level of importance, even though statis- 547 

tically significant in the sense of Cohen’s scale, to the connection between CYBSY and 548 

CYBTER with the value of the correlation coefficient of 0.708 (p < 0.001). At the same time, 549 

if we analyse the importance of the individual pillars of Cyber threats, the respondents 550 

view the DISRIT pillar as the most important, with a share of 22.284%, followed by the 551 

DISREG pillar with a share of 21.842%. The ENECAM pillar achieves a 19.532% share, the 552 

CYBTER pillar an 18.381% share, and the last defined of the Cyber threats pillar, CYBSY, 553 

reaches a 17.961% share. These relatively balanced values of the shares of the individual 554 

pillars on the hybrid Cybersecurity threat indicate that the respondents perceive their risk 555 

in a relatively balanced way, and all pillars are at the same time statistically significant at 556 

the chosen level of significance. 557 

4. Results and Discussion 558 

After analysis of the factor theoretical model of the hybrid threat Cybersecurity for 559 

the entire research group (N = 964), we focus our analysis on the detection of differences 560 

in the perception of individual defined pillars of this hybrid threat between respondents 561 

from the Slovak and Czech Republics. It would certainly be interesting to observe such 562 

differences between other groups, too (gender, age, degree and form of study), but ana- 563 

lysing these groups would make the study too extensive. The authors will focus on the 564 

analysis of these other groups and the differences in the perception of the individual de- 565 

fined pillars of the hybrid threat Cybersecurity in further planned studies. 566 

4.1. Analysis of differences in perception of the pillars of Cybersecurity between students of the 567 

Slovakia and Czech Republic 568 

Based on the theoretical factor model (Figure 1), we in the next round created partial 569 

models, especially for respondents from Slovakia (N = 580) and especially for respondents 570 

from the Czech Republic (N = 384). Based on Table 9, it can be said that both partial models 571 

of Cybersecurity in the sense of the defined criteria show high agreement with the data 572 

obtained using the author’s research instrument and are therefore applicable for drawing 573 

correct conclusions. 574 

Table 9. Assessment criteria of partial factor models of Cybersecurity for respondents from the Slo- 575 
vak Republic (SK) and Czech Republic (CZ).  576 
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Fit Indices 

Used 
Perfect Fit Indices Acceptable Fit Indices 

Results  

SK 

Results  

CZ 

χ2/df 0 ≤ χ2/df ≤ 2 2 ≤ χ2/df ≤ 3 1.085 1.102 

GFI 0.95 ≤ GFI ≤ 1.00 0.90 ≤ GFI ≤ 0.95 0.958 0.942 

AGFI 0.90 ≤ AGFI ≤ 1.00 0.85 ≤ AGFI ≤ 0.90 0.932 0.897 

CFI 0.95 ≤ CFI ≤ 1.00 0.90 ≤ CFI ≤ 0.95 0.997 0.993 

NFI 0.95 ≤ NFI ≤ 1.00 0.90 ≤ NFI ≤ 0.95 0.960 0.933 

TLI 0.97 ≤ TLI ≤ 1.00 0.95 ≤ TLI ≤ 0.97 0.995 0.988 

RMSEA 0.00 ≤ RMSEA ≤ 0.05 0.05 ≤ RMSEA ≤ 0.08 0.012 0.016 

SRMR 0.00 ≤ SRMR ≤ 0.05 0.05 ≤ SRMR ≤ 0.10 0.0238 0.0385 

p p > 0.05 0.093 0.068 

χ2 – Chi-square, df – Degrees of freedom, GFI – goodness of fit index, AGFI – adjusted goodness of 577 
fit index, CFI – comparative fit index, NFI – Bentler-Bonett normed fit index, TLI – Tucker-Lewis 578 
coefficient, RMSEA – root mean square error of approximation, SRMR – standardised root mean 579 
square residual, p – probability level ,SK – Slovak Republic, CZ – Czech Republic. 580 

The differences themselves in the perception of the individual defined pillars of Cy- 581 

bersecurity in terms of the theoretical factor model (Figure 1) between Slovak (SK) and 582 

Czech (CZ) respondents can be observed from two points of view. The first is the assign- 583 

ing of importance of the individual items of the research instrument; the second is the 584 

assigning the degree of risk of the individual items of the research instrument. More de- 585 

tailed differences in perception within the individual pillars of Cybersecurity are shown 586 

in Table 10 to Tab. 14, and in the analysis we focus only on the most important ones. 587 

Table 10. Estimates of the parameters of the Cyber spying pillar for respondents from the Slovak 588 
and Czech Republics. 589 

Relationship 
Slovak Republic Czech Republic 

Est. Std. Est. t p Est. Std. Est. t p 

CSPYQ1 <--- CYBSPY 1.000 0.637 13.521 < 0.000* 1.000 0.640 0.818 < 0.000* 

CSPYQ2 <--- CYBSPY 0.862 0.583 12.385 < 0.000* 0.818 0.500 8.083 < 0.000* 

CSPYQ3 <--- CYBSPY 0.496 0.361 8.237 < 0.000* 0.509 0.346 6.443 < 0.000* 

CSPYQ4 <--- CYBSPY 1.073 0.638 14.841 < 0.000* 1.122 0.645 9.422 < 0.000* 

CSPYQ5 <--- CYBSPY 1.159 0.709 14.684 < 0.000* 1.220 0.706 9.382 < 0.000* 

CSPYQ6 <--- CYBSPY 1.045 0.651 13.573 < 0.000* 1.203 0.611 8.755 < 0.000* 

CSPYQ7 <--- CYBSPY 1.111 0.667 13.976 < 0.000* 0.978 0.543 7.943 < 0.000* 

CSPYQ8 <--- CYBSPY 1.064 0.621 13.340 < 0.000* 1.027 0.594 8.799 < 0.000* 

CSPYQ9 <--- CYBSPY 1.056 0.598 12.664 < 0.000* 0.836 0.479 7.806 < 0.000* 

* – significant at the level of significance α = 0.05, Est. – regression weight, Std. Est. – standardised 590 
regression weight, t – t-statistic, p – probability level, CYBSPY – Cyber spying. 591 

We show the basic analysis for respondents from the Slovak and Czech Republics of 592 

the partial models of the first defined pillar of Cybersecurity in the sense of the model 593 

(Figure 1), namely Cyber spying (CYBSY) in Table 10. The first conclusion is that both SK 594 

and CZ respondents consider inappropriate cybersecurity policies (CSPYQ5) as the most 595 

significant problem, with a high degree of risk assigned (0.709 for SK, 0.701 for CZ), and 596 

at the same time both groups of respondents assigned a low degree of risk (0.361 for 597 

SK, 0.346 for CZ) to the problem that the cybersecurity solution is solved through out- 598 

sourcing (CSPYQ3). For respondents from Slovakia, the second most important problem 599 
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in the field of Cyber spying is that of the insufficient training of employees in the field of 600 

cybersecurity (CSPYQ7), and they assigned it a high degree of risk (0.667, p < 0.000), while 601 

for respondents from the Czech Republic, this issue is ranked in sixth place of importance 602 

with a medium level of risk (0.543, p < 0.000). For the respondents of the CZ group, the 603 

second most important problem is the question of a comprehensive and systemic solution 604 

to cybersecurity (CSPYQ4), with a high degree of risk (0.645, p < 0.000), while for the re- 605 

spondents of the SK group this problem is fourth in order but with an equally high degree 606 

of risk (0.638, p < 0.000). Third place in order of importance for SK respondents is the prob- 607 

lem of insufficient screening of employees (CSPYQ6), with a high degree of risk, while for 608 

CZ respondents this same place of importance belongs to the problem of insufficient allo- 609 

cation of funds to the issue of cybersecurity (CSPYQ1), with a high degree of risk (0.640, 610 

p< 0.000). A graphic depiction of the differences in the perception of the risk of individual 611 

items of the Cyber spying (CYBSPY) pillar of the hybrid Cybersecurity threat between the 612 

SK and CZ respondents, including the entire research file, is shown in Figure 2. 613 

 614 

Figure 2. Differences in risk perception of the Cyber spying (CYBSPY) pillar between SK and CZ 615 
groups.  616 
(CSPYQ1 – Insufficient allocation of cybersecurity funds, CSPYQ2 – Some ICT manufacturers and suppliers have 617 
ties to governments and security forces of other countries, CSPYQ3 – Cybersecurity is carried out by means of 618 
outsourcing, CSPYQ4 – Cybersecurity is not solved systemically, only operatively, CSPYQ5 – Cybersecurity pol- 619 
icies are poorly set and applied, CSPYQ6 – Employees are examined insufficiently, CSPYQ7 – Insufficient edu- 620 
cation and training of employees in the field of cybersecurity, CSPYQ8 – Purchase of ICT through insufficiently 621 
verified third-party agents without knowing the product chain, CSPYQ9 – Sensitive information at risk of being 622 
leaked due to unauthorised use or due to the fact that the staff works using devices in their personal ownership 623 
(PCs, telephones, tablets) 624 

An analysis of the differences of the second defined pillar of the hybrid threat Cyber- 625 

security in terms of the theoretical model (Fig. 1), namely the pillar Disrupting or reducing 626 

IT infrastructure resilience (DISRIT), between SK respondents and CZ respondents is pre- 627 

sented in Table 11. In this case, too, we focus only on the most significant differences be- 628 

tween the assessed groups, either from the point of view of the level of risk or the order 629 

of importance of the individual items of the research instrument. 630 

Table 11. Estimates of the parameters of the pillar Disrupting or reducing IT infrastructure resilience 631 
for respondents from the Slovak and Czech Republics. 632 
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Relationship 
Slovak Republic Czech Republic 

Est. Std. Est. t p Est. Std. Est. t p 

DRITQ1 <--- DISRIT 1.000 0.786 16.237 < 0.000* 1.000 0.596 10.264 < 0.000* 

DRITQ2 <--- DISRIT 0.787 0.694 16.035 < 0.000* 1.196 0.627 10.508 < 0.000* 

DRITQ3 <--- DISRIT 0.688 0.619 14.263 < 0.000* 1.335 0.683 11.355 < 0.000* 

DRITQ4 <--- DISRIT 0.751 0.577 12.812 < 0.000* 1.027 0.518 9.065 < 0.000* 

DRITQ5 <--- DISRIT 0.749 0.673 14.234 < 0.000* 1.328 0.701 11.433 < 0.000* 

DRITQ6 <--- DISRIT 0.654 0.584 13.498 < 0.000* 0.924 0.473 8.536 < 0.000* 

DRITQ7 <--- DISRIT 0.822 0.686 15.870 < 0.000* 1.000 0.525 7.960 < 0.000* 

DRITQ8 <--- DISRIT 0.745 0.639 14.817 < 0.000* 1.172 0.559 10.060 < 0.000* 

DRITQ9 <--- DISRIT 0.893 0.703 16.153 < 0.000* 0.981 0.482 8.244 < 0.000* 

DRITQ10 <--- DISRIT 0.908 0.733 16.949 < 0.000* 1.064 0.531 9.274 < 0.000* 

DRITQ11 <--- DISRIT 0.792 0.670 15.506 < 0.000* 0.920 0.509 8.460 < 0.000* 

DRITQ12 <--- DISRIT 0.856 0.698 16.054 < 0.000* 0.805 0.438 7.880 < 0.000* 

* – significant at the level of significance α = 0.05, Est. – regression weight, Std. Est. – standardised 633 
regression weight, t – t-statistic, p – probability level, DISRIT – Disrupting or reducing IT infrastructure 634 
resilience. 635 

For respondents from the SK group the most significant problem of the pillar DISRIT 636 

with a high degree of risk is the one that relates to the risk of critical information infra- 637 

structure being attacked by cyber attacks (DRITQ1), with a standardised regression 638 

weight value of 0.786 (p< 0.000). This same issue is in fourth place in terms of importance 639 

for the CZ respondents, and they assigned it a medium level of risk (0.596, p< 0.000). In 640 

contrast, for CZ respondents, the most important security issue is related to unsystemati- 641 

cally implemented security testing, with a high degree of risk (0.701, p< 0.000), while for 642 

the SK respondents this issue is only in seventh place, though it is assigned an equally 643 

high degree of risk (0.673, p< 0.000). The second most significant threat of the DISRIT pillar 644 

for respondents from the SK group is that of fragmentation of the systems of communica- 645 

tion means of public administration (DRITQ10), with an assigned high level of risk (0.732, 646 

p< 0.000), while the CZ respondents assigned this issue a medium level of risk (0.531, p< 647 

0.000) and ranked it sixth in the order of importance. The second most important problem 648 

for the group of CZ respondents is the issue of not including strategic industries in critical 649 

infrastructure, with a high degree of risk (0.683, p< 0.000), while this problem is also per- 650 

ceived by SK respondents with an equally high degree of risk (0.619, p< 0.000), though it 651 

is in tenth place in terms of order. The third most important issue of the DISRIT pillar for 652 

SK respondents is that of using outdated information infrastructure systems (DRITQ9), 653 

with a high degree of risk (0.703, p<0.000). The CZ respondents put this issue in eleventh 654 

place in terms of importance, with a medium level of risk (0.482, p< 0.000). In order of 655 

importance, the CZ respondents put the issue of a lack of funds for selected areas of cy- 656 

bersecurity (DRITQ2) in third place, with a high degree of risk assigned (0.627, p< 0.000). 657 

A graphic depiction of differences in risk perception of individual items of the pillar Dis- 658 

rupting or reducing IT infrastructure resilience of (DISRIT), hybrid threat Cybersecurity, 659 

between SK and CZ respondents, including a display of the entire research file, is shown 660 

in Figure 3. 661 
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 662 

Figure 3. Differences in the perception of the risk of the pillar Disrupting or reducing IT infrastruc- 663 
ture resilience (DISRIT) between the SK and CZ groups.  664 
(DRITQ1 – Risk of attacking critical information infrastructure by cyber attacks through cyber spying, criminal 665 
organisations, hackers, etc., DRITQ2 – Lack of funds to ensure the necessary technical courses and hire workers 666 
with verified expertise in ICT and cybersecurity, DRITQ3 – Strategic industries are not included in the critical 667 
infrastructure and their selected information systems cannot be included in the critical information infrastruc- 668 
ture, DRITQ4 – State/public administration employees are not sufficiently aware of cybersecurity, DRITQ5 – 669 
Security testing not being systematically carried out, DRITQ6 – Attacks on information infrastructure by means 670 
of production, supply and subcontracting chains, DRITQ7 – Incorrect prioritising of some governmental bodies 671 
and institutions in planning their investment in security technologies and other ICT, DRITQ8 – Insufficient 672 
amendment of cyber crime legislation, DRITQ9 – Use of obsolete information infrastructure systems, DRITQ10 673 
– Fragmentation of systems of communication in state/public administration not allowing their adequately effi- 674 
cient use, maintenance and check-up in real time, DRITQ11 – Absence of central methodologies for the use of 675 
computing means, especially mobile devices, DRITQ12 – Absence of the mandatory securing of e-mails (com- 676 
mercial encryption) and other electronic communication in use of international as well as national institutions) 677 

The third pillar of Cybersecurity (Figure 1), defined as Cyberterrorism (CYBTER), is ana- 678 

lysed from the viewpoint of both the order of importance and the degree of assigned risk 679 

by respondents from the Slovak and Czech Republics, including the differences between 680 

the analysed groups in Table 12.  681 

Table 12. The parameters estimation of the Cyberterrorism pillar for the CZ and SK respondents. 682 

Relationship 
Slovak Republic Czech Republic 

Est. Std. Est. t p Est. Std. Est. t p 

CTQ1 <--- CYBTER 1.000 0.685 15.197 < 0.000* 1.000 0.360 5.254 < 0.000* 

CTQ2 <--- CYBTER 0.875 0.612 14.986 < 0.000* 1.688 0.593 7.435 < 0.000* 

CTQ3 <--- CYBTER 1.096 0.717 17.640 < 0.000* 1.357 0.455 5.637 < 0.000* 

CTQ4 <--- CYBTER 1.091 0.765 16.479 < 0.000* 1.740 0.632 6.715 < 0.000* 

CTQ5 <--- CYBTER 1.115 0.721 15.536 < 0.000* 1.334 0.478 5.671 < 0.000* 

CTQ6 <--- CYBTER 1.140 0.732 16.265 < 0.000* 1.638 0.622 6.373 < 0.000* 

CTQ7 <--- CYBTER 0.915 0.643 13.547 < 0.000* 1.814 0.595 7.087 < 0.000* 

* – significant at the level of significance α = 0.05, Est. – regression weight, Std. Est. – standardised 683 
regression weight, t – t-statistic, p – probability level, CYBTER – Cyberterrorism. 684 
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The first conclusion of Table 12 is the fact that both analysed groups (SK, CZ) marked 685 

the same items of the research instrument in terms of the order of importance of the indi- 686 

vidual threats of the CYBTER pillar as well as in terms of the degree of risk. For both 687 

groups, the issue of obtaining sensitive information of an intelligence nature for the pur- 688 

pose of using it in a kinetic terrorist attack (CTQ4) is in first place, with an assigned high 689 

level of risk, and the issue of managing sympathisers by third parties, primarily by incit- 690 

ing their activity against possible targets, planning terrorist operations, providing feed- 691 

back, etc. (CTQ6) is in second place, with an equally high level of risk. For the SK group 692 

of respondents, the third most important issue is the spread of propaganda and materials 693 

to support followers of radicalisation and their recruitment (CTQ5), with a high level of 694 

risk assigned (0.721, p< 0.000), while for the CZ respondents this issue is in fifth place with 695 

a medium level of risk (0.478, p< 0.000). The third most significant problem for the CZ 696 

respondents is the question on the low preparedness of the security forces for a specific 697 

digital environment and operating in it (CTQ7), with a medium level of risk, while this 698 

problem for the SK group is in sixth place but with a high level of risk (0.643, p< 0.000). It 699 

can be seen in Table 12 that the respondents from the SK group assigned a high level of 700 

risk to all items of the research instrument, while those from the CZ group marked only 701 

two items as high risk (CTQ4, CTQ6) and assigned a medium level of risk to the remaining 702 

five. Thus, even here, differences are evident in the perception of the degree of risk be- 703 

tween the analysed groups. A graphic depiction of the differences in the perception of the 704 

risk of individual items of the Cyberterrorism (CYBTER) pillar of the hybrid threat Cyber- 705 

security between the SK and CZ respondents, including the display of the entire research 706 

file, is shown in Figure 4. 707 

 708 

Figure 4. Differences in the perception of the risk of the Cyberterrorism (CYBTER) pillar between 709 
the SK and CZ groups.  710 
(CTQ1 – Blackmail of state authorities, commercial corporations or intimidation of society, CTQ2 – Destruction 711 
of specific technology (information, manufacturing, operating), CTQ3 – Energy distribution (energy blackout), 712 
CTQ4 – Acquisition of sensitive intelligence information for their use in a kinetic terrorist attack (selection of 713 
specific goals, etc.), CTQ5 – Spread of propaganda and materials aimed at radicalisation of supporters and their 714 
recruitment, CTQ6 – Management of sympathisers by using third parties, in particular to evoke activities against 715 
possible goals, planning of terrorist operations, providing feedback, etc., CTQ7 – Low readiness of security forces 716 
to operate within specific digital environment) 717 
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The analysis of the differences in respondents’ views on the degree of risk of the 718 

fourth defined pillar of the hybrid threat Cybersecurity (Figure 1), that of the pillar Dis- 719 

rupting or reducing eGovernment security (DISREG), is presented in Table 13. 720 

Table 13. Estimates of the parameters of the pillar Disrupting or reducing eGovernment security for 721 
respondents from the Slovak and Czech Republics. 722 

Relationship 
Slovak Republic Czech Republic 

Est. Std. Est. t p Est. Std. Est. t p 

GREGQ1 <--- DISREG 1.000 0.759 18.936 < 0.000* 1.000 0.555 9.163 < 0.000* 

GREGQ2 <--- DISREG 1.112 0.829 21.007 < 0.000* 0.904 0.511 9.007 < 0.000* 

GREGQ3 <--- DISREG 1.044 0.727 17.877 < 0.000* 1.068 0.681 9.850 < 0.000* 

GREGQ4 <--- DISREG 0.909 0.732 18.063 < 0.000* 1.174 0.727 10.253 < 0.000* 

GREGQ5 <--- DISREG 0.978 0.758 17.394 < 0.000* 1.132 0.638 10.658 < 0.000* 

GREGQ6 <--- DISREG 0.916 0.686 15.202 < 0.000* 0.811 0.467 6.833 < 0.000* 

* – significant at the level of significance α = 0.05, Est. – regression weight, Std. Est. – standardised 723 
regression weight, t – t-statistic, p – probability level, DISREG – Disrupting or reducing e-govern- 724 
ment security. 725 

The most significant problem perceived as a critical risk by the SK respondents (0.829, 726 

p < 0.000) is that of the underestimating of cyber threats in state or public administration 727 

(GREGQ2), and at the same time, for this one question only, respondents indicated a crit- 728 

ical degree of risk. This same problem has only a medium level of risk (0.511, p < 0.000) 729 

for respondents from the CZ group and in order of importance was in the penultimate, or 730 

fifth, place. For respondents from the Czech Republic, the most important from the in 731 

regard to the DISREG pillar is the question that relates to the bad setting of the cyberse- 732 

curity policy by the state (GREGQ4), with a high degree of risk (0.727, p < 0.000). Respond- 733 

ents from the SK group assigned an equally high level of risk (0.732, p < 0.000) to this prob- 734 

lem, but for them it is only in fourth place in terms of importance. The second most sig- 735 

nificant threat for SK respondents is insufficient funding in the field of cybersecurity 736 

(GERGQ1), with a high level of risk, while for the comparison group (CZ) this problem is 737 

in fourth place with a medium level of risk (0.555, p< 0.000).  In contrast, for the groups 738 

of respondents from the Czech Republic the issue of insufficient security of information 739 

systems intended for communication with citizens (GREGQ3) is in second place, with a 740 

high degree of risk (0.671, p < 0.000), and this same problem was put in fifth place by the 741 

SK respondents, but with the same high degree of risk (0.727, p < 0.000). The problem re- 742 

lating to the low awareness and education of the population about cybersecurity 743 

(GREGQ6) is in third place for both compared groups in terms of importance, with the 744 

same high degree of risk. As with the previous analysed pillar (CYBTER), with this one 745 

(DISREG), an interesting fact can be seen: that while the respondents from the SK group 746 

assigned a critical level of risk to one item and a high level of risk to the remaining five, 747 

the respondents from the CZ group assigned a high level of risk to three items of the re- 748 

search instrument and a medium level of risk to four items. A graphic depiction of differ- 749 

ences in risk perception of individual items of the pillar Disrupting or reducing eGovern- 750 

ment security (DISREG), hybrid threat Cybersecurity, between respondents of the SK and 751 

CZ groups, including a display of the entire research file, is shown in Figure 5.  752 
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 753 

Figure 5. Differences in risk perception of the pillar Disrupting or reducing eGovernment security 754 
(DISREG) between the SK and CZ groups. 755 
(GREGQ1 – Insufficient financing of cybersecurity and insufficient financial evaluation of cybersecurity workers, 756 
GERGQ2 – Underestimating cyber threats in state/public administration, GERGQ3 – Insufficient investment in 757 
information and cyber systems of state/public administration serving as means of communication between citi- 758 
zens and the state, GERGQ4 – Poor setting of cybersecurity policy from the state level, GREGQ5 – Insufficient 759 
education of state/public administration employees regarding cybersecurity, GERGQ6 – Low level of awareness 760 
and education of the population on cybersecurity) 761 

The analysis of the last pillar of the hybrid threat Cybersecurity in the sense of the 762 

theoretical model (Figure 1), which we called Enemy campaigns (ENECAM), is presented 763 

for the compared groups in Table 14. 764 

Table 14. Estimates of the parameters of Enemy campaigns pillar for respondents from the Slovak 765 
and Czech Republics. 766 

Relationship 
Slovak Republic Czech Republic 

Est. Std. Est. t p Est. Std. Est. t p 

ECQ1 <--- ENECAM 1.000 0.648 15.551 < 0.000* 1.000 0.475 8.055 < 0.000* 

ECQ2 <--- ENECAM 0.990 0.645 15.339 < 0.000* 0.345 0.181 3.783 < 0.000* 

ECQ3 <--- ENECAM 1.036 0.684 14.244 < 0.000* 0.825 0.457 8.506 < 0.000* 

ECQ4 <--- ENECAM 0.983 0.651 13.698 < 0.000* 1.224 0.629 8.228 < 0.000* 

ECQ5 <--- ENECAM 0.840 0.542 11.708 < 0.000* 1.021 0.550 7.821 < 0.000* 

* – significant at the level of significance α = 0.05, Est. – regression weight, Std. Est. – standardised 767 
regression weight, t – t-statistic, p – probability level, ENECAM – Enemy campaigns. 768 

The most important problem of the ENECAM pillar for the SK respondents is the 769 

question that relates to the ownership structure of individual Internet media, which can 770 

follow their own interests or the interests of other states (ECQ3), with a high level of risk 771 

(0.684, p < 0.000), while this problem is in fourth place for the CZ respondents, with a me- 772 

dium level of risk (0.457, p < 0.000). For the CZ respondents the most significant problem 773 

is that of insufficient screening of state/public administration employees who may work 774 

for the benefit of third parties (ECQ4), with a high degree of risk (0.629, p < .000), while for 775 

the SK respondents, this issue ranks second and has an equally high degree of risk (0.651, 776 
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p < 0.000). The third most significant problem in terms of order of importance for the first 777 

compared group (SK) is the one related to the effect of influence and disinformation cam- 778 

paigns on the Internet to shape residents’ moods (ECQ1), with an assigned high degree of 779 

risk (0.648, p < 0.000), while respondents from the CZ group assigned a medium level of 780 

risk to this problem (0.475, p < 0.000), but, like the SK group, put it in third place in terms 781 

of importance. An interesting difference between the opinions of the compared groups is 782 

the problem of the wide use of the social networks environment due to their international 783 

aspect and different approach to freedom of speech, which enables them to be used to a 784 

greater extent to spread hate and disinformation campaigns (ECQ2). While the respond- 785 

ents from the SK group assigned a high level of risk to this problem (0.645, p < 0.000), the 786 

respondents from the CZ group assigned the “no risk” degree of risk (0.181, p < 0.000) to 787 

this item of the research instrument (ECQ2). Here it should be noted that within the entire 788 

research instrument, only this item (ECQ2) is perceived as risk free. In this case, too, it can 789 

be seen that the SK respondents assign a higher level of risk to individual items of the 790 

research instrument than those from the CZ group. A graphic depiction of the differences 791 

in the perception of the risk of individual items of the Enemy campaigns (ENECAM) pillar 792 

of the hybrid threat Cybersecurity between the respondents of the SK and CZ groups, 793 

including the display of the entire research file, is shown in Figure 6. 794 

 795 

Figure 6. Differences in the perception of risk of the Enemy campaigns (ENECAM) pillar between 796 
the SK and CZ groups.  797 
(ECQ1 – Online influencing and disinformation campaigns may have a major impact on evoking the mood in 798 
the population (provoking social unrest), ECQ2 – Wide use of social networks, their international aspect and 799 
ambiguous approach to freedom of speech, enables the spreading of hate and disinformation campaigns, ECQ3 800 
– Structure of ownership of individual online media enabling them to pursue various private interests or inter- 801 
ests of other countries in their news reports, ECQ4 – Insufficient review of state/public administration employees 802 
who may work in favour of third parties, ECQ5 – Current legislation on free access to information may endanger 803 
cybersecurity or can be abused in information campaigns) 804 

The differences in the perception of the relationships between the individual defined 805 

pillars of the hybrid threat Cybersecurity between the compared groups can also be ana- 806 

lysed. We present a basic analysis of these relationships in Table 15. 807 

 808 

 809 
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Table 15. Analysis of the interrelationships of the individual pillars of Cybersecurity. 810 

Relationship 
Slovak Republic Czech Republic 

Covar. p-value Correlation Covar. p-value Correlation 

CYBSPY <--> CYBTER 0.324 < 0.001 * 0.809 0.103 < 0.001 * 0.531 

DISRIT <--> DISREG 0.523 < 0.001 * 0.882 0.227 < 0.001 * 0.837 

DISRIT <--> ENECAM 0.415 < 0.001 * 0.793 0.150 < 0.001 * 0.627 

CYBSPY <--> DISREG 0.325 < 0.001 * 0.758 0.237 < 0.001 * 0.757 

DISRIT <--> CYBTER 0.447 < 0.001 * 0.805 0.123 < 0.001 * 0.730 

CYBSPY <--> ENECAM 0.295 < 0.001 * 0.782 0.188 < 0.001 * 0.680 

CYBSPY <--> DISRIT 0.419 < 0.001 * 0.908 0.237 < 0.001 * 0.883 

DISREG <--> ENECAM 0.407 < 0.001 * 0.839 0.204 < 0.001 * 0.728 

CYBTER <--> ENECAM 0.402 < 0.001 * 0.886 0.132 < 0.001 * 0.762 

CYBTER <--> DISREG 0.386 < 0.001 * 0.749 0.130 < 0.001 * 0.663 

* – significant at the level of significance α = 0.05, Covar. – covariation, p-value – probability level, 811 
CYBSY – Cyber spying, CYBTER – Cyberterrorism, DISRIT – Disrupting or reducing IT infrastruc- 812 
ture resistance, ENECAM – Enemy campaigns, DISREG – Disrupting or reducing e-government se- 813 
curity. 814 

Both compared groups consider the link between the CYBSPY and DISRIT pillars to 815 

be the most important relationship. The correlation coefficient of this relationship for re- 816 

spondents from the SK group is at the level of 0.908 (p < 0.000), while this relationship in 817 

terms of Cohen’s scale can be considered almost perfect, and for respondents from the CZ 818 

group, the value of the correlation coefficient for the analysed relationship of the pillars 819 

of Cybersecurity is at the level 0.883 (p< 0.000), which means a very significant relation- 820 

ship. For the group of SK respondents, the relationship between the pillars of Cybersecu- 821 

rity CYBTER and DISREG reaches the value of the correlation coefficient of 0.862 822 

(p < 0.000) and takes second place in the order of importance, while for the group of CZ 823 

respondents the correlation coefficient is 0.762 (p < 0.000) and occupies the third place. For 824 

respondents from the SK group a change of order also occurs in the third most significant 825 

relationship between the pillars of Cybersecurity, namely the relationship between DIS- 826 

RIT and DISREG, with a correlation coefficient value of 0.882 (p < 0.000), while this rela- 827 

tionship is in third place for respondents from the CZ group, with the correlation coeffi- 828 

cient at 0.837 (p < 0.000) with the second level of significance. We see most significant shift 829 

in the perception of the relationship between the CYBSPY and CYBTER pillars, where for 830 

the SK respondents this relationship is very significant (0.809, p < 0.000) and is in fifth 831 

place in terms of importance, and for the CZ respondents this relationship is characterised 832 

as significant (0.531, p < 0.000) and fills the last place in terms of importance. In terms of 833 

the significance of the individual defined pillars of Cybersecurity for the individual com- 834 

pared groups, the respondents from the SK group consider the DISREG pillar, with 835 

22.700% influence, as the biggest risk versus the CZ respondents, who consider the DISRIT 836 

pillar, with 24,274% influence, as the biggest problem. The DISRIT pillar is the second 837 

most important pillar for Slovak respondents with a share of 21.885%, while the second 838 

most important pillar for the Czech respondents is the CYBSPY pillar with a share of in- 839 

fluence at the level of 22.637%. The third most important pillar of Cybersecurity as a hy- 840 

brid threat for respondents of the SK group is the CYBTER pillar (19.447%), followed by 841 

the ENECAM pillar (17.995%) and the CYBSPY pillar (17.924%). If we rank the Cyberse- 842 

curity pillars in the same way for the CZ respondents, third place in terms of the share of 843 

influence goes to the DISREG pillar (21.612%), followed by the ENECAM pillar (18.268%) 844 

and the CYBTER pillar (13.210%). Therefore, it is possible to state that there are significant 845 

differences between the compared groups of respondents (SK, CZ) both in the perception 846 
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of the relationships between the individual defined pillars of Cybersecurity and in the 847 

perception of the risk of the individual pillars as a whole. This creates an interesting start- 848 

ing point, which must reflect the obtained results in education and the approach to Cy- 849 

bersecurity in both of these countries. In conclusion, it needs to be noted that the respond- 850 

ents were students of police and military universities in Slovakia and the Czech Republic, 851 

and their preparation to battle against hybrid threats is crucial in terms of protecting coun- 852 

tries from the danger of hybrid threats. 853 

5. Conclusions 854 

No state these days is completely protected from the threats of cyberspace. The wors- 855 

ening security situation, and not only in areas immediately bordering NATO and EU 856 

Member States, is amplifying the increasing demands on countries’ abilities to inde- 857 

pendently respond to security threats in cyberspace. It is possible to observe the growing 858 

efforts of both state and non-state actors to build and use cyber offensive resources, whose 859 

aim is mainly critical infrastructure, or those parts of it exposed in cyberspace – critical 860 

information infrastructure and significant information systems. Indeed, these represent a 861 

key system of elements whose disruption or non-functionality would have a serious im- 862 

pact on the security of a state, the provision of the basic life needs of the population or the 863 

economic situation. 864 

Our study on maintaining cybersecurity in the face of hybrid threats through risk 865 

perception analysis clarified the multifaceted challenges that organisations and individu- 866 

als are facing in the digital age. The presented findings emphasise the principle im- 867 

portance of not only technical guarantees, but also the human factor in cybersecurity. Un- 868 

derstanding and managing risk perception can significantly affect an organisation’s abil- 869 

ity to effectively mitigate hybrid threats and respond to them. By being aware that per- 870 

ceptions shape behaviour, organisations can invest in training, awareness campaigns and 871 

collaborative efforts to strengthen their security. What’s more, our research highlights the 872 

need for ongoing collaboration between government agencies, private sector entities and 873 

academia to address the evolving hybrid threat environment. This interdisciplinary ap- 874 

proach can lead to the development of more robust cybersecurity strategies, information 875 

sharing mechanisms and policy frameworks. Maintaining cybersecurity is an ongoing 876 

process that requires vigilance, adaptability and proactive thinking and taking a proactive 877 

approach towards rapidly evolving technologies and threats. By incorporating knowledge 878 

about risk perception into cybersecurity strategies and cultivating a culture of cybersecu- 879 

rity awareness, it becomes possible to work together and coordinate a safer and more re- 880 

silient digital ecosystem. Protecting the digital future will in the end depend on the ability 881 

to stay one step ahead, to innovate and to work together effectively in the battle against 882 

hybrid threats. 883 

As part of the presented study, we attempted to analyse the opinions and attitudes 884 

towards the risk assessment of one of the basic hybrid threats, namely Cybersecurity, 885 

based on the author’s research instrument on a sample (N = 964) of students of the Slovak 886 

and Czech Republics who study at universities of the police and military type of study. 887 

The choice of the target group of respondents was motivated by the fact that it is this 888 

group of respondents who will represent the first line of the battle against hybrid threats 889 

in the future. The research instrument, as such, is based on official documents of the Slo- 890 

vak and Czech Republics in the field of security. Within the analysis, the authors defined 891 

a basic theoretical factor model (Figure 1) of the hybrid threat “Cybersecurity”, which is 892 

defined by five basic pillars: Cyber spying (CYBSPY), Disrupting or reducing IT infra- 893 

structure resilience (DISRIT), Enemy campaigns (ENECAM), Disrupting or reducing 894 

eGovernment security (DISREG) and Cyberterrorism (CYBTER). An analysis of the agree- 895 

ment of the respondents’ answers (Table 2, Table 9) with the factor theoretical model (Fig- 896 

ure 1) was subsequently carried out using confirmatory factor analysis (CFA) for the entire 897 

research set and then separately for respondents from the Slovak and Czech Republics 898 
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with the aim of defining the basic differences in the perception of the level of risk between 899 

the analysed groups. 900 

Within the framework of the theoretical factor model (Figure 1) of the hybrid threat 901 

“Cybersecurity”, a significant influence of all defined pillars was demonstrated at the cho- 902 

sen level of significance α = 5 %. From the point of view of the significance and impact of 903 

individual pillars on Cybersecurity in terms of view of risk, the most significant pillar for 904 

the entire research set (N = 964) is “Disrupting or reducing IT infrastructure resilience” 905 

(DISRIT) with a share of Cybersecurity risk perception at a level of 22.284%. The second 906 

most important pillar of cybersecurity is the pillar Disrupting or reducing eGovernment 907 

security (DISREG) with a share of 21.842%. The third most important pillar is the Enemy 908 

campaigns pillar (ENECAM) with a share of 19.532%, followed by the Cyberterrorism pil- 909 

lar (CYBTER) with a share of 18.381% and the Cyber spying pillar (CYBSPY) with a share 910 

of 17.961%. The relatively small differences in the importance of the individual pillars of 911 

cybersecurity suggests that all the defined pillars are perceived by the respondents as hav- 912 

ing approximately the same level of risk. On the other hand, based on the analysis con- 913 

ducted, it is possible to define basic differences in the perception of the pillars of cyberse- 914 

curity between respondents from the Slovak and Czech Republics. For respondents from 915 

Slovakia, the most important pillar in terms of its risk is the DISREG pillar (22.700%), fol- 916 

lowed by the DISRIT (21.885%), CYBTER (19.477%), ENECAM (17.995%) and CYBSPY 917 

(17.942%) pillars. Here, too, relatively small differences in the perception of individual 918 

shares can be identified. Among respondents from the Czech Republic a change occurs in 919 

the order of importance as well as the share of the individual pillars of cybersecurity. For 920 

this group of respondents, the most important pillar is the DISRIT pillar (24.274%), fol- 921 

lowed by the CYBSPY (22.637%), DISREG (21.612%), ENECAM (18.268%) and CYBTER 922 

(13.210%) pillars. The difference in risk perception of individual pillars is greater among 923 

the Czech respondents than among those from Slovakia. The biggest difference between 924 

the compared groups is the perception of the CYBTER pillar. A detailed analysis of the 925 

differences in the perception of individual items of the research instrument that form the 926 

defined pillars of cybersecurity is presented in the study. The overall conclusion is that 927 

respondents from the Slovak Republic attach a higher degree of risk to most individual 928 

threats than respondents from the Czech Republic, which we document in the analytical 929 

part of the contribution. 930 

The Factor Model of Cybersecurity (FMCS) represents an attempt to quantify the at- 931 

titudes towards risk perception of the individual defined pillars CYBSPY, DISRIT, 932 

ENECAM, DISREG and CYBTER of the FMCS model and the individual threats that make 933 

up the pillars. A practical output could be the defining of critical threats and pillars which 934 

are perceived by the respondents at the level of high or critical risk with subsequent fo- 935 

cusing of the attention of the responsible state authorities on these areas. A second indis- 936 

putable benefit should be the effort to educate specifically in these critical areas of cyber- 937 

security. Of course, it would be correct and is also one of the main aims of the authors to 938 

expand the research set with relevant groups of respondents in EU countries while also 939 

expanding the research set with respondents from the state and public administration. 940 

The current makeup of the research group also represents a certain limitation of the pre- 941 

sented research. At the same time, it is also necessary to analyse the views and attitudes 942 

of the respondents on the perception of the risk of cybersecurity (FMCS) from the point of 943 

view of other groups of respondents (gender, age) and to focus the education of the re- 944 

spondents in the field of cybersecurity according to the results obtained. A very important 945 

challenge, on which the team of authors is currently working on actively, is an analysis of 946 

other relevant hybrid threats and, above all, sustainable and resilient cybersecurity. 947 
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